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~24 researchers (4 
professors, ~18 PhDs and 2 
postdocs)

>11 ongoing projects  (EU, 
Future of Life institute, NESTA 
collective intelligence, FWO, 
FNRS, Innoviris, 
DigitalWallonia.ai…)

> 450 publications, covering a 
wide range of ML, AI, 
optimisation, statistics and 
domain-specific topics (e.g. 
medical/biological, mobility, 
fraud, …) 

Created in 2004 by Gianluca 
Bontempi Co-headed by Gianluca and Tom 

since 2010

http://mlg.ulb.ac.be mlgulb MLG-ulb firstname.lastname@ulb.be 
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Time series analysis

Machine learning & 
Big data analysis

Interpretability

Artificial intelligence

Bioinformatics and  
Computational biology Game theory 

Evolutionary dynamics

Feature selection 

AI governance Collective 
Intelligence
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Time series analysis Interpretability

Artificial intelligence
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Computational biology Game theory 
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AI governance Collective 
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© Tom Lenaerts, 2022

http://www.ibsquare.be 

Machine learning & 
Big data analysis

Feature selection 

http://www.ibsquare.be
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Biocuration/Active learning for 

text mining/Knowledge graphs/embeddings

http://olida.ibsquare.be

Oligogenic knowledge graph

Precision Medicine (ML/rule mining) Validation/clinics/patients
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Epilepsy
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Time series analysis Machine learning & 
Big data analysis Interpretability

Artificial intelligence

Bioinformatics and  
Computational biology Game theory 

Feature selection 

AI governance Collective 
Intelligence
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Evolutionary dynamics

The problem of cooperation

between AI and/or humans



“The coming years might give rise to diverse 
ecologies of AI systems that interact in rapid 
and complex ways with each other and with 
humans … Autonomous vehicles and smart 

cities that do not engage well with humans will 
fail to deliver … we need to build a science of 

cooperative AI”

Dafoe, Allan, et al. "Cooperative AI: machines must learn to find common ground." (2021): Nature 33-36.
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Not a new question, but …

Panait, L., & Luke, S. (2005). Cooperative multi-agent learning: The state of the art. Autonomous agents and multi-agent systems, 11(3), 387-434.

Littman, M. L. (1994). Markov games as a framework for multi-agent reinforcement learning. In Machine learning proceedings 1994 (pp. 157-163). Morgan Kaufmann.

Doran, J. E., Franklin, S. R. J. N., Jennings, N. R., & Norman, T. J. (1997). On cooperation in multi-agent systems. The Knowledge Engineering Review, 12(3), 309-314.

Vittikh, V. A., & Skobelev, P. O. (1970). Multi-agent systems for modelling of self-organization and cooperation processes. WIT Transactions on Information and 
Communication Technologies, 20.



Real world complexities and …

… the problem of the idiot savant in a vacuum
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The problem of autonomy

ACTSENSE

DECIDE

Full control

DECIDE

SENSE ACT

Partial control

How much error can we 
tolerate?

SENSE

DECIDE

ACT

Full autonomy

Do human and machine 
objectives/solutions align?
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The goals of an “AI” (and its 
creators) may not be aligned 

with yours
Netflix theatrical poster

The problem of multiple stakeholders 
© Tom Lenaerts, 2022



How can we avoid that AI’s are used that violate our 
norms

How to ensure that society as a whole benefits from AI 
developments

How to regulate Ai developments to avoid disasters, 
harming society and its individuals

Governance …

And many more …

Collingridge Dilemma
“Efforts to influence or control the 
further development of technology face 
a double bind problem”

An information problem : impacts cannot be easily 
predicted until the technology is extensively developed 
and widely used

Power problem : control and change is difficult 
when the technology becomes entrenched

In order to understand AI governance, dynamic 
systems models are needed.
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Design …

And many more …

How to (inter)act according to human/societal 
preferences and norms?

How to adapt the rational AI paradigm to meet these 
concerns?

Avoid  technology solutionism !! 

How can we avoid that AI’s are used that violate our 
norms

How to ensure that society as a whole benefits from AI 
developments

How to regulate Ai developments to avoid disasters, 
harming society and its individuals

Governance …

And many more …

Our focus
© Tom Lenaerts, 2022



4 elements of cooperative intelligence need 
to be realised:

“To succeed, cooperative AI must connect 
with the broader science of cooperation, 

which spans social, behavioral and natural 
sciences”

Understanding

AI needs a theory of mind, 

both affective and cognitive,

Communication

Credibly and explicitly 

share information,

Commitment

Have the capacity to 
uphold promises and

Norms and institutions

Needs social supervision 
so that shared beliefs 
and rules are followed
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“Golden Balls is a British daytime game show which 
was presented by Jasper Carrott. It was broadcast on 
the ITV network from 18 June 2007 to 18 December 

2009. It was filmed at the BBC Television Centre. 
Golden Balls Ltd licensed their name to Endemol for 
the game show and merchandise.” [Wikipedia Oct. 

2020] 

Introducing game theory

YouTube video starting at 4:12
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Actions ∈ {split, steal}

Players 

Sarah Steve

(steal, split) > (split, split) > 
(split,steal)=(split,split)

Sarah and Steve playing the golden 
balls game for 100150 pound

Preferences over actions:
Both prefer 100150, over 50075, over 0

Steve

Sarah

STEAL

SPLIT

STEALSPLIT

50075£
50075£

0£
100150£

100150£
0£ 0£

0£

Normal form of 
the game

We call this a symmetric game

(steal, split) > (split, split) > 
(split, steal)=(split,split)

The simultaneous choice of both players is a strategy 
profile, e.g. (Split, Steal)
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Sarah and Steve playing the golden 
balls game for 100150 pound

Steve

Sarah

STEAL

SPLIT

STEALSPLIT

50075£
50075£

0£
100150£

100150£
0£ 0£

0£

Normal form of 
the game

The Nash equilibrium
A social norm: if everyone follows it, no 

person will wish to deviate from this
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Sarah and Steve playing the golden 
balls game for 100150 pound

Steve

Sarah

STEAL

SPLIT

STEALSPLIT

50075£
50075£

0£
100150£

100150£
0£ 0£

0£

Normal form of 
the gameThe combination of actions of the players 

a* (strategy profile) is a Nash equilibrium 
if and only if every player’s i action is a 
best response (Bi) to the other player’s 
action
 ai* is in Bi(a-i*) for every player i


Finding the Nash equilibrium

Bi(a-i)={ai ∈ Ai : ui(ai,a-i) ≥ ui(ai’,a-i) ∀ ai’ ∈ Ai}
A best response is defined as:

Nash equilibria of the game

Pareto optimal

Solutions

refers to an strategy profile in which it is 
impossible to improve the payoff of one player 
without worsening the payoff of another player 


A Pareto optimal solution:

© Tom Lenaerts, 2022



Sarah and Steve playing the golden 
balls game for 100150 pound

Steve

Sarah

STEAL

SPLIT

STEALSPLIT

50075£
50075£

0£
100150£

100150£
0£ 0£

0£

Normal form of 
the game

Nash equilibria of the game

How to find all Nash equilibria for 
pairwise games with limited 

number of actions ?

Vertex enumeration

Knowing the equilibria 
allows you to determine 
which one is preferred

Support finding
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Sarah and Steve playing the golden 
balls game for 100150 pound

Steve

Sarah

STEAL

SPLIT

STEALSPLIT

50075£
50075£

0£
100150£

100150£
0£ 0£

0£

Normal form of 
the game

Nash equilibria of the game

Steve Sarah

STEAL SPLIT
STEAL SPLIT

Past experiences Past experiences

BeliefsBeliefs update 
beliefs
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Sarah and Steve playing the golden 
balls game for 100150 pound

Steve

Sarah

STEAL

SPLIT

STEALSPLIT

50075£
50075£

0£
100150£

100150£
0£ 0£

0£

Normal form of 
the game

Learning to reach an 
equilibrium

Best response

Roth-Erev learning, 
Experience-weight attraction 

learning, reinforcement 
learning

Fictitious play

Social/Evolutionary learning
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Social learning is learning that is facilitated by 
observation , or interaction with, another individual or 
its products

Evolutionary approach to model social learning 


Reinforcement learning is also a form of 
observational learning, with focus on the individual 
and happening at a different time-scale 

New behaviour is 
acquired by 

observation/imitation

Norms and institutions occur at the population 
level, over generations
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Non-rational players: each player starts with one 
action

Darwinian competition driven by game success 
between players within populations

C

A

A

C

A
D

B

B

B

D

D

B

D

B

C

C

B

C
C

C

BC
A

C

A

Success depends on the frequencies of the 
different types of players

A

C
B D

KxL games
KxM 


games

KxN games

K

L M N
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Steve

Sarah

STEAL

SPLIT

STEALSPLIT

50075£
50075£

0£
100150£

100150£
0£ 0£

0£

Golden balls 
game

Defection

Cooperation

D

C

DC

R
R

S
T

T
S P

P

Prisoners Dilemma, T>R, P>S

C.H. Coombs (1973) A reparameterization of the prisoner’s dilemma game. Behavioral 
Science 18:424-428

Stag hunt, R>T

Snow drift, S>P

Social dilemmas
© Tom Lenaerts, 2022



S

T
R+1RR-1

P-1

P+1

P

7

3

3 7

0

1

1

0
C

D

C D

7

3

3 7

1

0

0

1
C

D

C D

3

7

7 3

1

0

0

1
C

D

C D

3

7

7 3

0

1

1

0
C

D

C D T > R > P > S

T > R > S > P

R > T > P > S

R > T > S > P
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Darwinian competition
Imitate the best

N finite
μ << 1

Φx→z Φz→y

Φy→x

Φx→y

Φy→zΦz→x

(Reduced Markov chains)

Small mutation approximation
(stochastic)

Replication dynamics

(Nonlinear) dynamical systems

N→∞ẋi=xi (πi -<π>)

Evolutionary dynamics (Φ) 


Adopted from
 

Arne Traulsen 

C

A

A

C

A
D

B

B

B

D

D

B

D

B

C

C

B

C
C

C

BC
A

C

A

D

A

A

B

D
D

B

D

D

D

D

B

D

B

C

D

D

D
B

C

BC
B

D

B

Captures the interplay between the individual 
and the collective 

Birth-death (Moran) process

(Agent-based simulation)

(stochastic)

Act, Learn to act,  
Reason about act 
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S

T
R+1RR-1

P-1

P+1

P

S-P
R-S-T+P

C D

C

D

C D

x

C

D

S-P
R-S-T+P

x

Darwinian competition

Replication dynamics

ẋi=xi (πi -<π>)

0% C 100% C
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S

T
R+1RR-1

P-1

P+1

P

C

D

C D

x

C

D

x

Mechanisms of cooperation

Nowak, M. A. (2006). Five rules for the evolution of cooperation. science, 
314(5805), 1560-1563

Taylor, C., & Nowak, M. A. (2007). Transforming the dilemma. Evolution: 
International Journal of Organic Evolution, 61(10), 2281-2292.
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Understanding
AI needs a theory of mind, both affective and 

cognitive,

Communication
Credibly and explicitly share information,

Commitment
Have the capacity to uphold promises and

Norms and institutions
Needs social supervision so that shared beliefs and 

rules are followed

Good Agreements Make Good Friends
The Anh Han1,2, Luı́s Moniz Pereira3, Francisco C. Santos4,5 & Tom Lenaerts1,2

1AI lab, Computer Science Department, Vrije Universiteit Brussel, Pleinlaan 2, 1050 Brussels, Belgium, 2MLG, Département
d’Informatique, Université Libre de Bruxelles, Boulevard du Triomphe CP212, 1050 Brussels, Belgium, 3Centro de Inteligência
Artificial (CENTRIA), Departamento de Informática, Faculdade deCiências e Tecnologia, UniversidadeNova de Lisboa, 2829-516
Caparica, Portugal, 4INESC-ID and Instituto Superior Ténico, Universidade de Lisboa, IST-Taguspark, 2744-016 Porto Salvo,
Portugal, 5ATP-group, CMAF, Instituto para a Investigação Interdisciplinar, P-1649-003 Lisboa Codex, Portugal.

When starting a new collaborative endeavor, it pays to establish upfront how strongly your partner commits
to the common goal and what compensation can be expected in case the collaboration is violated. Diverse
examples in biological and social contexts have demonstrated the pervasiveness of making prior agreements
on posterior compensations, suggesting that this behavior could have been shaped by natural selection.
Here, we analyze the evolutionary relevance of such a commitment strategy and relate it to the costly
punishment strategy, where no prior agreements are made. We show that when the cost of arranging a
commitment deal lies within certain limits, substantial levels of cooperation can be achieved. Moreover,
these levels are higher than that achieved by simple costly punishment, especially when one insists on
sharing the arrangement cost. Not only do we show that good agreements make good friends, agreements
based on shared costs result in even better outcomes.

C
onventional wisdom suggests that cooperative interactions have a bigger chance of surviving when all
participants are aware of the expectations and the possible consequences of their actions. All parties then
clearly know to what they commit and can refuse such a commitment whenever the offer is made. A

classical example of such an agreement is marriage1,2. In that case mutual commitment ensures some stability in
the relationship, reducing the fear of exploitation and providing security against potential cataclysms. Clearly
such agreements can be beneficial in many situations, which are not limited to the type of formal and explicit
contracts as is the case for marriage. Commitments may even be arranged in a much more implicit manner as is
the case for members of the same religion3,4, or by some elaborate signaling mechanism as is the case in primates’
use of signaling to synchronize expectations and the consequences of defaulting on commitment in their different
ventures5.

Here we investigate analytically and numerically whether costly commitment strategies, in which players
propose, initiate and honor a deal, are viable strategies for the evolution of cooperative behavior, using the
symmetric, pairwise, and non-repeated Prisoner’s Dilemma (PD) game to model a social dilemma. Next to
the traditional cooperate (C) and defect (D) options, a player can propose its co-player to commit to cooperation
before playing the PD game, willing to pay a personal cost ð Þ to make it credible. If the co-player accepts the
arrangement and also plays C, they both receive their rewards formutual cooperation. Yet if the co-player playsD,
then he or she will have to provide the proposer with a compensation at a personal cost (d). Finally, when the co-
player does not accept the deal, the game is not played and hence both obtain no payoff.

Although there is a kind of punishment associated with the agreement, the notion of compensating a partner
when not honoring a negotiated deal is not entirely equivalent to the general notion of punishment as has been
studied in Evolutionary Game Theory6–13 so far. In the current work, both parties are aware of the stakes before
they start the interaction: the person who accepts to commit knows upfront what to expect from the person that
proposes the commitment and what will happen if he or she does not act appropriately. Even more, the co-player
has the possibility not to accept such an agreement and continue interacting without any prior commitment with
the other players, and with no posterior repercussions from commitment proposers. In the current literature,
punishment (with or without cost) is imposed as a result of ‘‘bad’’ behavior, which can only be escaped by not
participating in the game at all9,12,14. As such, the present work differs from peer and pool punishment9,12 in that
the latter imposes the commitment to the other players, i.e. defectors will always be punished even when they did
not want to play with punishers. In addition, there is no notion of compensation incorporated in the model that
remunerates the proposer when her accepted deal is violated, in contradistinction to our own model. Moreover,
because the creation of the agreement occurs explicitly in the current work, players can behave conditionally
(even without considering previous interactions, whether direct or indirect), and that is not considered in the
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“Golden Balls is a British daytime game show 
which was presented by Jasper Carrott. It was 

broadcast on the ITV network from 18 June 
2007 to 18 December 2009. It was filmed at the 

BBC Television Centre. Golden Balls Ltd 
licensed their name to Endemol for the game 

show and merchandise.” [Wikipedia Oct. 2020] 
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Abraham

Nick

Share (or not)
13600£

STEAL

SPLIT

STEALSPLIT

6800£

6800£

0£

13600£

13600£

0£ 0£

0£

Nash equilibria
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Abraham

Nick

Share (or not)
13600£

STEAL

SPLIT

STEALSPLIT

6800£

6800£

0£

13600£

13600£

0£ 0£

0£

I will steal, so if you want 
to see any money, you need to 

choose split and I will share 
with you after the show

Nick commits unilaterally 
to steal

By committing, he 
removes choices from 

Abraham

Needs to make the 
sharing after the 
show credible!

If I want to see any 
money I need to 

split
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“A commitment is an act or signal that gives up options in 
order to influence someone’s behaviour by changing 

incentives and expectations”

“They can be enforced by external incentives, but also by 
some combination of reputation and emotion”

“Commitments can be promises to help, or threats to 
harm”

“Our (cognitive) capacity for commitment may have 
evolved by natural selection”

© Tom Lenaerts, 2022



Our results
© Tom Lenaerts, 2020

Costly commitments with compensations 
work well to generate cooperation

Evolution selects for this behaviour

More effective than costly punishment (see paper)

Apologising and forgiving appear to be key for stable prosocial relations  
As long as the apology is sincere enough (cost)

C

Cooperative AI ; Can we use autonomous agents as a way to 
commit to certain behaviour ?

C

Delegation of decision-making from human to agent 

© Tom Lenaerts, 2022
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Can autonomous agents act as a 
commitment devices?

© Tom Lenaerts, 2022



Collective risk dilemma

Round 10

Goal = 120

40
40

40

40 40

40

6 players : 

Actions: give in each round {0,2,4} Repeat 10 times
Each player receives 40

Success? Keep the remainder in x

Failure? Lose remainder with 
M. Milinski et. al, “The collective-risk social dilemma and the prevention of simulated dangerous climate change.,” PNAS (2008).
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Collective risk dilemma

Round 10

40
40

40

40 40

40

6 players : 

Actions: give in each round {0,2,4}

Repeat 10 times

0

2

4

2

4

2
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Collective risk dilemma

Round 10

38
38

40

38 36

36

6 players : 

Actions: give in each round {0,2,4}

Repeat 10 times

0

4

4

2

0

0
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Collective risk dilemma

Round 10

34
38

38

34 36

36

6 players : 

Actions: give in each round {0,2,4}

Repeat 10 times

2

2

4

4

2

0
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Collective risk dilemma

116

24
24

18

16 16

26

6 players : 

Actions: give in each round {0,2,4}

Repeat 10 times

x% risk

Fair behaviour would be to contribute half of the 
initial endowment
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Impact uncertainty

© Tom Lenaerts, 2022



Round 10

communication & threshold 
uncertainty with uniform 
distribution
(Dannenberg et al. 2014)

communication & threshold 
uncertainty with unknown 
distribution
(Dannenberg et al. 2014)

gr
ou

p 
ac

hi
ev

em
en

t (
η)

risk

0.0

0.2

0.4

0.6

0.9

1.0

1.0

Threshold uncertainty

Stop? Stop? Stop? Stop?
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communication & threshold 
uncertainty with uniform 
distribution
(Dannenberg et al. 2014)

communication & threshold 
uncertainty with unknown 
distribution
(Dannenberg et al. 2014)

gr
ou

p 
ac

hi
ev

em
en

t (
η)

risk

0.0

0.2

0.4

0.6

0.9

1.0

1.0

Threshold uncertainty

BA

Stop? Stop? Stop? Stop?
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Humans appear to have problems coordinating their actions, 
even when the risk is high

Additional sources of uncertainty are detrimental to success

In timing uncertainty

- actions become polarised
- strategies switch from compensation to reciprocal

Helpful versus fairness-seeking 

Both EGT and population-based RL models align with the observations

Will AI delegates solve the problem?

© Tom Lenaerts, 2022



Delegation
Select an agent that will 

play the game for you

Always give 4

Always give 0

Always give 2

Give 4 when the group gave 
less than 10 in the previous 

round, otherwise 0

Give 0 when the group gave 
less than 10 in the previous 

round, otherwise 4

Customize
Program your preferred 

behaviour in this template 
agent

Else 

For i: 1- 10
If (i==1) give a0

If (prev > T) give aa

Else If (prev < T) give ab

Else give am

Each human participant defines 
the values for the parameters: 


T, a0, aa, ab and am

Nudge

Play game with half humans 
and half agents

40

40

40

40 40

40

Agents most successful in 
achieving the goal from the 
programming experiment
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Success increases significantly when actions are delegated to agents

© Tom Lenaerts, 2022



Delegation in the CRD appears to increase success

Delegation is trusted more when users can 
customise the agent

When delegating to an AI/algorithm, 
- one commits to a certain course of actions
- emotional responses to past behaviours do not 
play a role

Removing fear of betrayal

Agents are wrongfully considered to be 
less contributing

Are these conclusions generally 
true? Is there more to the story ? 

© Tom Lenaerts, 2022



Take home  message
C Cooperation is key concept which needs to be 

carefully studied, also in the context of AI ecosystems

C Experiments are needed to validate models but also to 
guide model design

C Don’t reinvent the wheel (or terminology), a lot of work 
has been done

C Work is needed on bringing the results of EGT closer to 
classic single-agent AI

© Tom Lenaerts, 2022

C Simple benchmarks provide explainable solutions



Want to know more?

Tom.Lenaerts@ulb.be 
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