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* Intro : (+) BIASES
 WHY this is important

 WHAT are we talking about ?
* reasons to be excited
* reasons to be worried
e questions to pursue

« HOW can we move forward ?

« 3 proposals
(+ surprise)
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Nexus of my biases : Silicon Valley

Stanford University
Human-Centered
Artificial Intelligence

Kauffman
Fellows

Global
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Just one exemple

* Lucas Biewald
e TAin Al at Stanford (mid-2000)

e Saw the opportunity to build training datasets for supervised
learning

o Started Crowdflower (clients : FB, Google...)
» Sold to Appen for 300 M§

« Saw the opportunity for MLops tools S

« Started Weights & Biases, raised 200 M§ Weights & Biases

e Note : success in startups is not just |l



WHY this is important?

The Golden Circle + Human Brain

Great leaders and
organisations
communicate

inside out.
WHY

HOW

WHAT

Why - Your Purpose

Your motivation? What do you believe?

How - Your Process
Specific actions taken to realise your Why

What - Your Result
What do you do? The result of Why - Proof

LIMBIC BRAIN

NEOCORTEX

Limbric Brain - Your Trust
Controls behavior and decision making
Result: ‘Gut’ feelings and loyalty

Neocortex - Your Rational

Controls senses, spatial reasoning, analytical
thinking and language

Result: Rationalisation and communication

Simon Sinek, ”Start with Why”



WHY
this is
important?

- European independence ?
- Smartphones ?
Large software companies ?
Rockets ?
GPS -> Galileo
Starlink -> IRIS2

Al ?



Forbes

WHY this is important?

Forbes
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WHY this is important?

- Sense of urgency :
- This is not “exponential” growth, this is *vertical*

chatGPT . ,
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WHY this is important?
Compute resources needed go out of hand

Case study: Al & Compute

« Academia

Company

“Al & Compute”, OpenAl blog, quoted by Jack Clark, Anthropic Al



WHY this is important?

EXPLODING COMPUTATIONAL REQUIREMENTS
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WHY this is important?

Compute resources needed go out of hand

LANGUAGE MODEL SIZES TO DEC/2022
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WHY this is important?

Compute resources needed go out of hand

l

175,000,000,000 100,000,000,000,000

(you may have seen this ; sources are inconclusive)



WHY this is importa

* Hype cycle on steroids

100%

Confidence level
in ChatGPT

Damn. This means that
ChatGPT will occasionally
generate incorrect answers by
unintentionally stitching wrong
snippet of information together.

0%

No knowledge
(believe the hype)

+—— Wow. ChatGPT is able to
answer all my questions. It
quickly generates very elaborated
answers that are credible and
coherent. Finally a chatbot that
behaves like a super human.

Knowledge of
ChatGPT

nt?

Ready now. Now | understand
where the real value of ChatGPT
resides. It can definitely give my
productivity a boost, but it's
important to recognize when it
gets things completely wrong.

&

Wait a minute. ChatGPT is
powered by a Large Language Model
(LLM) which is ultimately a statistical
tool used to predict language without
understanding it and produce
“statistically plausible” answers.

f

Got it. ChatGPT is great when there
isn't a precise “right answer”. But it
cannot be trusted when the answer
must be “perfect” to be reliably useful. :

sl

Enough knowledge
(understand the reality)



WHY this is important?

Tech > News Tech

_ _ CODE RED Microsoft’s new Bing Al goes
- It is going to fast rogue and starts ‘attacking’ users, lying
- Competition and asking why it even exists
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Maturity model to buffer hype cycle

- Make adoption gradual, with a long-term perspective

FM3 : Foundation Models Maturity Model -

To allow for a progressive adoption of “Foundation Models”
companies are advised to go (and grow) through a systematic,
staged process.

5. Foundational
4. Transactional

3. Empowered

1. Anecdotal

“Foundational Al”
“Chatlogic”

“Promptology”
Training & consulting

to ensure the joint maturation
of people, tools & processes.

“Al Chat Belt”

“playing around”
FM3 v. 0.1 © Foundational. Al




WHY this is importa nt’?

World
People are starting representation
To realize : + logic ability
of a 4 year old
can hijack the
o aault
Verbal ability
of a 40 year old

exudes confidence




WHY this is important?

- Need to understand ?

- Is this AGl yet ?
(spoiler: NO!)

- Al = Alien Intelligence

(like peaple on the autism spectrum, kids, etr.)




WHY this is important?

- The "next frontier” in Al is more and more in the hands of companies
- Some companies offer “open source” versions (Facebook ; OPT)

- Companies (e.q. FE/Meta) does not like research against their interests

-> Important for Europe and for Academic freedom

To have open source research infrastructure around LLMs

Special mention :

a BigScience initiative

BL M

176B params - 59 languages - Open-access




— Stanfor d

Human-Centered
Artificial Intelligence

Al is undergoing a paradigm shift with the |
rise of models (e.q., BERT, DALL-E, GPT-3)

trained on broad data (generally using self- |
supervision at scale)

that can be adapted to a wide range of
downstream tasks.

On the Opportunities i
and
Foundation Mon:l'.eIsRISks of
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Center for Research on Foundation Models (CRFM)
Stanford Institute for Human-Centered Artificial Intelligence (HAI)
Stanford University

Alis undergoing a paradigm shift with the rise of models (e.g., BERT, DALL-E, GPT-5) trained on broad

data (generally using self-supervision at scale) that can be adapted to a wide range of downstrea tasks.

We call these models foundation models to underscore their critically central yet incomplete character.

S This report provides a thorough account of the opportunitics and risks of foundation models, ranging

I A ( ) R | , P A P R Jfrom their capabilities (e.g. language, vision, robotic manipulation, reasoning, human interaction) and

N F E technical principles (e.g.. model architectures, training procedures dum":ym'mx, security, e’vnlwl:v:

jucation) and socetal impact €. inequity, misus

theory) to their applications (e.g. law, healthcare, education) an e
cconomic and environmental impact, legal and ethical considerations). Though foundation »mml;!,

‘based on standard deep learning and transfer learning, m;‘y scale results in ;v;m em:;gm:’;:p: m:;.
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N F U N D | O N ;:wm'ul leverage but demands caution, as the defects of the foundation mod.elw;h:xndall:’ :ymdi e

adapted models downstream. Despite the lmp«'nd;‘ngv\\v:::‘sp;xx::{;igﬁr:irzﬁ foundation modls

e cumently lack o clar underiten o/ ki these questions, we believe much ofth citcal

capable of due to their emergent properties. T tackle these ¢ 3

: E E L S 2 “ 2 2 research on fo n will require deep interdisciplinary ration commensurate with
enarch on foundation models will require decp interdisciplin ) collaboration commensurate witl
( ) their fundamentally sociotechnical nature.
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Universities devoting
entire departments to Foundation Models

Stanford University

Center for
Research on
Foundation
Models

Al

Stanford University
Human-Centered
Artificial Intelligence

th

esearch Our people Our partners Public policy UCL Al Studio Videos and podcasts

Alat UCL Contact us

UCL Home » Al for People and Planet » Ourresearch » Foundational Al

Foundational Al

Central to 'Al for people and planet' is foundational Al, an important engine of
progress and a world-leading strength at UCL.

)i 7t & ‘ Foundational Al sits at the heart of our Al for People and

Planet strategy. Al is in its infancy and breakthroughs are
key to controlling and shaping the future technological

landscape.

Its connections to application areas are critical to its

success. Without continued progress in core Al

technologies, the transformative potential of Al will be

diminished.



Chat
as the platform for the next decade

2010 : the mobile decade 2020 : the ‘chat’ platform decade




WHAT are we talking about ?



WHAT are we talking about ?

Architecture:
- Attention, Transformers, etc.

Emerging properties
- Few shot learners

Limits & Extensions
- How can we improve & extend ?



GPT unsupervised objective: 4 hard
predict the next word .
///
/7
A _>| Shabby
// //"/
///’,/
Attention > is > not = too Kl _
\\‘\H"“‘H
N S
\\ 9
\ *  road
def gpt_loss(preds, targets R
i A
S
N
B = batch size, T = seq length, C = token classes L
preds are logits with shape (B, T, C) b cat

targets are token classes with shape (B, T)

preds = preds.view(Bx*T,C
targets = targets.view(BxT
return F.cross_entropy(preds, targets

Basic mechanism : predicting next word

likely next
word

unlikely
next word

“Autocomplete on steroids”



Transformer model (2017

[1706.03762] Attention Is All You Need (arxiv.org)

Dec 2017 Output
by Google

Probabilities
[ Softmax |

Add & Norm

Feed
Forward

((Add & Norm |<-\

Lol Multi-Head

Feed Attention

Forward 7 7 Nx
e '_%’
Add & Norm _Je=

Nx
f—’| Add & Norm | VR
Multi-Head Multi-Head
Attention Attention
A ) _t
— J \ —)
Positiqnal D ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Figure 1: The Transformer - model architecture.


https://arxiv.org/abs/1706.03762

WHAT are we talking about ?

ENCODER

Output
Probabilities

DE

Add & Norm Je=~
Feed
Forward
Add & Norm Je=
RER A Multi-Head
Feed Attention
Forward 7 Nx
SR
Nix Add & Norm
Add & Norm VA
Multi-Head Multi-Head
Attention Attention
e AT AT
I “ "
Positional ® ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

CODER



Meet BERT and GPT (T : Transformers)

BERT __ GPT

Feed
GOogle For\i’ud O penA'
| Add & Norm l
ST -~ M‘M Mu\tsr'He;'ui "

Bidirectional _Feed Attention Generative
Encoder —— Pre-trained
Representations — “Masked Transformer

ulti-He ulti-neaad
from Attention Attention

Transformers



Direction is important

BERT

Google

bi-directional

considers the
words that come
before and after a
missing term and
predicts what the
word should be

Add & Norm
Feed
Forward
| Add & Norm |
Add & Norm Multi-Head
Feed Attention
Forward
| Add & Norm |
Add & Norm T
Multi-Head Multi-Head
Attention Attention

GPT

OpenAl

uni-directional

Causal

Language Models

looks back at
previous words to
predict next word



How can we extend those models

BERT

Google

Pre-training

Fine-tuning for
downstream tasks:

Add & Norm
Feed
Forward
| Add & Norm |
Add & Norm Multi-Head
Feed Attention
Forward
| Add & Norm |
Add & Norm YT
Multi-Head Multi-Head
Attention Attention

BertForSequenceClassification

BertForQuestionAnswering

BertForTokenClassification (NER)

GPT

OpenAl

Pre-training

only a bit of
user prompts
(few shot
learning) in a
downstream
task



Step 1

Key element in ChatGPT : RLHF

Collect demonstration data
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

’ N

x./
Explain reinforcement
learning to a 6 year old.

o)

VA4

We give treats and
punishments to teach...



Key element : RLHF

Step 2

Collect comparison data and
train a reward model.

A prompt and 1'3
LS
several model Exolain rei
xplain reinforcement
outputs are learning to a 6 year old.
sampled.
'nlf:;:r"?;;etmh:m Explain rewards...
agent is...
In gne Wegi\g(s and
learning... Duni‘s;ang::tsto
A labeler ranks the
outputs from best
to worst. 0-0-0-0
RM
This data is used A
. . 0 o
to train our \}52{/

reward model.



Key element : RLHF

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

A=

Write a story
about otters.

Once upon a time...



Step 1

Collect demonstration data
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

r N

x/
Explain reinforcement
learning to a 6 year old.

o)

VA4

We give treats and
punishments to teach...

Key element : RLHF

Step 2

Collect comparison data and
train a reward model.

A prompt and (0

./
several model E
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sampled.
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Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

A=

Write a story
about otters.

Once upon a time...




“Dark side” of RLHF




Limitations

“LLMs have NO representation of the world”

“LLMs have NO reasoning abilities”

“Basically, LLMs are like babies”



“LLMs will not be the path to AGI”

* At some point,
we will need to re-integrate
symbolic thinking with LLMs

Wolfram|Alpha as the Way to Bring Computational Knowledge

Superpowers to ChatGPT—Stephen Wolfram Writings

ChatGPT
prompt
l taxt ESEDED roxtual et
Bt <— tokenization Eg S training data
b
o [
token vecfor \// 828

representation o L8848

2 0O _
R TN\ =, reinforcement
‘\4}& 'g:?;%:%,'\y, Vo 2’& language model

S AR KR =% I net
.A\%.gg&‘\g*/;,;&\\g/ yeural ne

o

T LI« \« l } l ] « " generation
77.7 : y (___probabr‘h'sﬁc

BRI

I AT | choices

J

AU AL A ek A e pR R RAR eIt AR ess

generated text

Wolfram|Alpha

question/computation
| 23R 2948 7 !
J generalized
B2 o grammar
GRS

linguistic understanding

symbolic representation
(Wolfram Language)

e > e
ﬁlg(! 5

curated

structured data

S

3553
S S LN
computational
algorithms

= =
computed answer @':_

structured report


https://writings.stephenwolfram.com/2023/01/wolframalpha-as-the-way-to-bring-computational-knowledge-superpowers-to-chatgpt/

“LLMs will not be the path to AGI”

NEURO SYMBOLIC Al
e g

NEURAL NETWORKS KNOWLEDGE GRAPHS
-4

SPIKES

| EXPLANATION

< TRANSFER |

(SPIKES OR CROWN) AND (CAPSID)
= CORONAVIRUS




Open to debate

* Increase in LLM size (quantitative) has brought qualitative
iImprovements

* There is a representation of the world embedded in language

" apen my hand. and the apple falls to the ground”

- Emerging properties
Nat part of the design intention... but it works !



Emerging properties

* Models with same architecture, “suddenly” «

improve in benchmark capabilities with
increase in model size

[2206.07682] Emergent Abilities of Large Language Models (arxiv.org)
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https://arxiv.org/abs/2206.07682

Emerging properties

[t can talk “code”

create alogin form

* Used in dedicated LLMs

* OpenAl Codex
* Github Copilot
* 30% of committed code ! ot s L = .createElement('form');

loginForm.innerHTML = '<input type="text" name="userna
me" placeholder="Username">"' +

o el e _—l
Cype="passwora 1an

p

<input
ssword" placeholder="Password">' +
<input

B type="submit" value="[

.body.appendChild(loginForm);




The three settings we explore for in-context learning

] ]
Emergin roperties
The model predicts the answer given only a natural language

description of the task. No gradient updates are performed.

° Ze ro’ One-shot

In addition to the task description, the model sees a single
° One-’ example of the task. No gradient updates are performed.

* feW'ShOt Iearnlng Translate English to French: task description

sea otter => loutre de mer example

cheese => prompt

* You can “program”
L L M S th ro u gh In addition to the task description, the model sees a few

examples of the task. No gradient updates are performed.

lever promptin
C p p g Translate English to French: task description
sea otter => loutre de mer examples

* Very much unchartered territory

plush girafe => girafe peluche

cheese => prompt

[2005.14165] Language Models are Few-Shot Learners (arxiv.org)

[2102.07350] Prompt Programming for Large Language Models: Beyond the Few-Shot Paradigm (arxiv.org)



https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2102.07350

Emerging properties : Chain-of-thought
 -> promptology : a new ‘science’ of prompting

Standard Prompting

Example Input

Q: Roger has 5 tennis balls. He buys 2
more cans of tennis balls. Each can has 3
tennis balls. How many tennis balls does
he have now?

Example Output

A: The answer is 11.

Prompt

The cafeteria had 23 apples. If they used
20 to make lunch and bought 6 more, how
many apples do they have?

Model Response x

The answer is 50.



Standard Prompting

Example Input

Q: Roger has 5 tennis balls. He buys 2
more cans of tennis balls. Each can has 3
tennis balls. How many tennis balls does
he have now?

Example Output

A: The answer is 11.

Prompt

The cafeteria had 23 apples. If they used
20 to make lunch and bought 6 more, how
many apples do they have?

Model Response X

The answer is 50.

Emerging properties : Chain-of-thought

* -> promptology : a new ‘science’ of prompting

Chain of thought prompting

Example Input

Q: Roger has 5 tennis balls. He buys 2
more cans of tennis balls. Each can has 3
tennis balls. How many tennis balls does
he have now?

Example Output

Roger started with 5 balls. 2 cans of 3
tennis balls each is 6 tennis balls. 5 + 6
= 11. The answer is 11.

Prompt

The cafeteria had 23 apples. If they used
20 to make lunch and bought 6 more, how
many apples do they have?

Model Response

The cafeteria had 23 apples originally.
They used 20 to make lunch. So they had
23-20 = 3. They bought 6 more apples, so
they have 3+6=9. The answer is 9.



Emerging properties

* Multi-lingual
‘reasoning’ abilities

* Although trained (mostly) in English, LLMs can display ‘reasoning’
abilities in other languages

[2210.03057] Language Models are Multilingual Chain-of-Thought Reasoners (arxiv.org)



https://arxiv.org/abs/2210.03057

Extending LLMs : domain adaptation

Domain adaptation with BERT




Extending LLMs : fine-tuning

Fine-tuning

' Domain Adaptation ‘5 ' Sub-domain Adaptatiunxl

Pre-trained BERT
model

1

Pre-training on sub-

domain data

BioBERT, SCiBERT
BlueBERT,

1

Fine-tuning on
labeled dataset

Protein-related data,
Drug-related data,

1

ChemProt,
DDI,

\ PubMedBERT |

PPI (AlMed)

Su, Peng & Vijay-Shanker, K.. (2022). Investigation of improving the pre-training and fine-tuning of BERT model for biomedical relation extraction.

BMC( Bioinformatics. DOI:10.1186/s12859-022-04642-w



http://dx.doi.org/10.1186/s12859-022-04642-w

ending LLMs : MedPalLM (Google)

Medical Question Answering Benchmark PaLMm

(5408)
Consumer Health

Search QA
" Prompting
LiveQs MedOA Instruction
Thec 2017 - MultiMedQA - i) ’ tuming
= . - -
Medicationa MhedMOA Instruction
PubMed s LU prompt tuning
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Lt by & bulldugy of 3 substance called bilirubin @ the Baby's blosd. Bilrobin & &
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Med-PalM performs encouragingly on consumer

medical guestion answering



Challenges : Explainable Al ?

* From “black box” Al to ... "black container

>

(Loes very much against the "Explainable Al” requirement of the £l Al act)

 Research idea : “meta-attention”



Further exploring LLMs

* Understanding foundation models through
neuroscience, psychology, philosophy -> inter-

disciplinary approach

e System 1
vs System 2 thinking

(Daniel Kahneman)
- Analogy in Al

- Research idea:
“meta-attention” to advance
explainability

(ping me if this is of interest to you)

SYSTEM 1

Intuition & instinct

Unconscious
Fast
Associative
Automatic pilot

Source: Daniel Kahneman

SYSTEM 2

Rational thinking

Takes effort
Slow
Logical
Lazy
Indecisive



HOW to tackle this ?



FM3 : Foundation Models Maturity Model

To allow for a progressive adoption of “Foundation Models”
companies are advised to go (and grow) through a systematic, staged process. 5. Foundational

4. Transactional

3. Empowered

1. Anecdotal

“Foundational Al”

“Chatlogic”

“Promptology”
Training & consulting

to ensure the joint maturation
“vlaying around” of people, tools & processes.

FM3 v.0.1 © Foundational Al

“Al Chat Belt”

Foundational Al



M3 Level | : Anecdotal

1. Anecdotal

People are just aware of the existence
of tools.
(generally limited to ChatGPT)

People experiment at their own peril.
Nothing is systematized.
Nothing is reported.

Renefits : uncertain time savings.
Significant risks of errars.

“playing around”

FM3 v.0.1 © Foundational.Al FOUndati0n8| AI




M3 Level 7 : Aware

Benefits :
2. Aware - We take the issue into our hands
Peale sre aware of taols (ChatGPT and - Avoid major mistakes
others), and have had some use..
People have eceived some level of training, foEP :

awareness of limitations, precise use cases.

- "Al Chat Belt” training

HIL (Human in the Loop) is mandatory to know

when not to use Al, in order to avoid major - WhItE -intro session Uf 3']'4']'

mistakes.

- Yellow : deeper session, per function
(marketing, coding, etc.)

Benefits : real time savings, efficiency &
coherence.

Budget :
”Al Chat Belt” - White : ~300 € /p.p.

FM3 v.0.1 © Foundational.Al - YE”[IW : NE[”] E / |]|] Foundational Al




M3 Level 3 : Empowered

. Benefits :

3. Empowere - Systematic practices ; train + test

Enterprise has gone through a rigorous and - MEﬂSUFthE prﬂductiVity gEIiI‘IS

systematic reviews of application areas,

complete with recommendations per

department, caveats, etc. [IHIEI., )

People have been systematically trained. - . i

There is a consolidated DB of prompts & EPEIITIEWEII"I( St’l;ldy '. n.EEdS ElnEI|ySIS, I"IIIEIEII'I'IEI|J
practices. - "Promptology” training

T - Accessto Promptology.com Database

“mental exoskeleton”

- [eneric prompts + custom prompts

Budget :

“Promptology” - 20-30 KE (depending on size & complexit
FM3 v.0.1 © Foundational.Al Foundational Al




M3 Level 4 : Transactional

o Benefits :
4. Transactiona - We go one big step beyond
Enterprise has gone through a rigorous and - D|E|Dg + StFUEtUFEd
systematic reviews of application areas,
complete with recommendations per
department, caveats, etc. [IHIEI., .
People have been systematically trained. - maotng + "hei "
There is a consolidated DR of prompts & FInE tumng ( hrlng ynur own dEtE/EUFDUS )
practices. - Requetes structures
Benefit : empowered by
“mental exoskeleton”

Budget :

- ~|00 KE (depending on size & complexity)

“Chatlogic”

FM3 v.0.1 © Foundational.Al Foundational AI




M3 Level 5 : Foundational

Benefits :
- Al entirely rebuilt on foundation models

5. Foundational

Based on several semester

practicing these Al tools, the

enterprise has matured & is fully

ready to embrace foundation [IH:
models, as the bedrock to build Er:
further Al applications _ TB[]
This stage requires a thorough

analysis of underlying models,

assumptions, extensions, etc. BudgEt .

(“X-ray the black container”)
vt t - XOO KE (depending on size & complexity)

Benefit : Business transformed
through Al.

Foundational Al

FM3 v.0.1 © Foundational.Al Foundati0n8| AI




FM3 : Foundation Models Maturity Model

To allow for a progressive adoption of “Foundation Models”

(underlying engines of ChatGPT, such as GPT-3, PaLM, Sparrow, Bloom,...)
companies are advised to go (and grow) through a systematic, staged process.
Training & advice ensures the joint maturation

of people, tools & processes.

1. Anecdotal

People are just aware of the
existence of tools.
(generally limited to
ChatGPT)

People experiment at their
own peril.

Nothing is systematized.
Nothing is reported.

Benefits : uncertain time
savings.
Significant risks of errors.

2. Aware

People are aware of tools
(ChatGPT and others), and
have had some use..

People have received some
level of training, awareness
of limitations, precise use
cases.

HIL (Human in the Loop) is
mandatory to know when not
to use Al, in order to avoid
major mistakes.

Benefits : real time savings,
efficiency & coherence.

“Al Chat Belt”

3. Empowered

Enterprise has gone through
a rigorous and systematic
reviews of application areas,
complete with
recommendations per
department, caveats, etc.

People have been
systematically trained.

There is a consolidated DB of
prompts & practices.

Benefit : empowered by
“mental exoskeleton”

“Promptology”

4. Transactional

Enterprise has understood
the power of conversational
Al, along with the need for
rigourous processes.

Chat capabilities are
demultiplied through
extensions to Large Language
Models, through fine-tuning,
few-shot learning, semantic
search, etc.

Benefit : True power tools.

“Chatlogic”

5. Foundational

Based on several semester
practicing these Al tools, the
enterprise has matured & is fully
ready to embrace foundation
models, as the bedrock to build
further Al applications

This stage requires a thorough
analysis of underlying models,
assumptions, extensions, etc.
(“X-ray the black container”)

Benefit : Business transformed
through Al.

“Foundational Al”

“playing around”

FM3 v.0.1 © Foundational Al

Foundational Al



Conclusions & proposals



Proposals : 1. More research
- A new territory needs new maps

- Thematic focus group on Foundation Models :
- Stanford CRFM
- UCL (London) on Foundational Al
- In Belgium ? In Europe ?

- Build an Open Source LLM
- Belgium ? Europe ?
- Caution : requires capital + engineering



Proposal 2 :
Leverage Brussels as regulatory capital

* Mixed feelings about this
* (we are playing “catch up”)

* GDPR : those who know it the best are
GAFAM ol Gy A? e o aion
* EU Al Act will be key s e

Conformity Assesment immigration, law

Limited risk
 |dea : Al & Law summer school Transparenoy
(KU Leuven)
Code of conduct Video gam

-> turn it into a broader event ?



Proposal 3 : add capital, foster startups

Playground :

FOUNDATIONAL
ACCELERATOR

12 Corporate partners
(Engie, Suez, BNP,..)

12 Startups
(handpicked through application)

1 Demo Day

(with press, etc.)

150 K€ investment

(as convertible loan)

Best way to explore a new territory :

Define needs

Bring explorers
Make tools available
Provide funding



Proposal 3bis : storefront company

* Announcing Foundational.Al

Foundational Al

* as a service company around Foundation Models

* Extensions, fine-tuning, RLHF, ...

* Teaming with large consulting companies

* Gathering expertise / talents / resources / visibility
(who wants to do a “split”, JCVD-like 7 ;-)



Wrap-up

* New paradigm

* Raises huge
* Research questions
* Challenges (legal, regulatory)

* Opens amazing opportunities
* Academia / Regulatory
 Startup(s)

+32 475 41 25 54
roald@roald.com

LinkedIn.com/in/roald

Foundational Al


mailto:roald@roald.com
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