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Plan

• Intro : (+) BIASES 
• WHY this is important
• WHAT are we talking about ? 

• reasons to be excited 
• reasons to be worried
• questions to pursue

• HOW can we move forward ?
• 3 proposals 

(+ surprise) 



Intro : my biases

Disclaimer:

Doubt everything I will be saying 
about AI  ;-) 

AI
Entrepreneur

Investor



Academia Business



Nexus of my biases : Silicon Valley 



Just one exemple 

• Lucas Biewald 
• TA in AI at Stanford (mid-2000)
• Saw the opportunity to build training datasets for supervised 

learning 
• Started Crowdflower (clients : FB, Google…)
• Sold to Appen for 300 M$
• Saw the opportunity for MLops tools 
• Started Weights & Biases, raised 200 M$

• Note : success in startups is not just IQ



WHY this is important?

Simon Sinek, ”Start with Why”



WHY 
this is 
important?

- European independence ?
- Smartphones ? 
- Large software companies ? 
- Rockets ? 
- GPS –> Galileo
- Starlink –> IRIS2 

- AI ? 



WHY this is important?

Investors 
don’t look much at 
citation index



WHY this is important?

- Sense of urgency :
- This is not “exponential” growth, this is *vertical* 



WHY this is important?
Compute resources needed go out of hand

“AI & Compute”, OpenAI blog, quoted by Jack Clark, Anthropic AI 



WHY this is important?
Compute resources
needed 
go out of hand
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WHY this is important?
Compute resources needed go out of hand

(you may have seen this ; sources are inconclusive)



WHY this is important?

• Hype cycle on steroids



WHY this is important?

- It is going to fast
- Competition 

between Microsoft & Google brings 
them 
to lift a lot 
of their 
safety processes



Maturity model to buffer hype cycle

- Make adoption gradual, with a long-term perspective



WHY this is important?
People are starting 
To realize :

Verbal ability
of a 40 year old

exudes confidence

World 
representation 
+ logic ability 
of a 4 year old

can hijack the 
adult



WHY this is important?

- Need to understand ? 
- Is this AGI yet ? 

(spoiler : NO !)

- AI = Alien Intelligence 

(like people on the autism spectrum, kids, etc.)



WHY this is important?

- The “next frontier” in AI is more and more in the hands of companies

- Some companies offer “open source” versions (Facebook : OPT)

- Companies (e.g. FB/Meta) does not like research against their interests

-> Important for Europe and for Academic freedom

To have open source research infrastructure around LLMs

Special mention :



AI is undergoing a paradigm shift with the 
rise of models  (e.g., BERT, DALL-E, GPT-3) 
trained on broad data (generally using self-
supervision at scale) 
that can be adapted to a wide range of 
downstream tasks. 

We call these models foundation models 
to underscore their critically central yet 
incomplete character. 

S T A N F O R D  P A P E R  

O N  F O U N D A T I O N  

M O D E L S  ( 2 0 2 2 )



Universities devoting 
entire departments to Foundation Models



Chat 
as the platform for the next decade
2010 : the mobile decade 2020 : the ‘chat’ platform decade 



WHAT are we talking about ? 



WHAT are we talking about ? 

Architecture : 
- Attention, Transformers, etc.

Emerging properties 
- Few shot learners

Limits & Extensions
- How can we improve & extend ?



Basic mechanism : predicting next word

“Autocomplete on steroids”



Transformer model (2017)
[1706.03762] Attention Is All You Need (arxiv.org)

https://arxiv.org/abs/1706.03762


WHAT are we talking about ? 



Meet BERT and GPT  (T : Transformers)



Direction is important



How can we extend those models



Key element in ChatGPT : RLHF



Key element : RLHF



Key element : RLHF



Key element : RLHF



“Dark side” of RLHF



Limitations 

“LLMs have NO representation of the world”

“LLMs have NO reasoning abilities”

“Basically, LLMs are like babies” 



“LLMs will not be the path to AGI”

• At some point, 
we will need to re-integrate 
symbolic thinking with LLMs

Wolfram|Alpha as the Way to Bring Computational Knowledge 
Superpowers to ChatGPT—Stephen Wolfram Writings

https://writings.stephenwolfram.com/2023/01/wolframalpha-as-the-way-to-bring-computational-knowledge-superpowers-to-chatgpt/


“LLMs will not be the path to AGI”



Open to debate

• Increase in LLM size (quantitative) has brought qualitative 
improvements 

• There is a representation of the world embedded in language

“I open my hand, and the apple falls to the ground”

- Emerging properties
Not part of the design intention… but it works !



Emerging properties 

• Models with same architecture, “suddenly” 
improve in benchmark capabilities with 
increase in model size

[2206.07682] Emergent Abilities of Large Language Models (arxiv.org)

https://arxiv.org/abs/2206.07682


Emerging properties 

• It can talk “code”

• Used in dedicated LLMs
• OpenAI Codex
• Github Copilot

• 30% of committed code !



Emerging properties 

• Zero, 
• one-, 
• few-shot learning

• You can “program”
LLMs through 
clever prompting 

• Very much unchartered territory

[2005.14165] Language Models are Few-Shot Learners (arxiv.org)

[2102.07350] Prompt Programming for Large Language Models: Beyond the Few-Shot Paradigm (arxiv.org)

https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2102.07350


Emerging properties : Chain-of-thought 
• -> promptology : a new ‘science’ of prompting



Emerging properties : Chain-of-thought 
• -> promptology : a new ‘science’ of prompting



Emerging properties 

• Multi-lingual 
‘reasoning’ abilities

• Although trained (mostly) in English, LLMs can display ‘reasoning’ 
abilities in other languages

[2210.03057] Language Models are Multilingual Chain-of-Thought Reasoners (arxiv.org)

https://arxiv.org/abs/2210.03057


Extending LLMs : domain adaptation 



Extending LLMs : fine-tuning 

Su, Peng & Vijay-Shanker, K.. (2022). Investigation of improving the pre-training and fine-tuning of BERT model for biomedical relation extraction. 
BMC Bioinformatics. DOI:10.1186/s12859-022-04642-w

http://dx.doi.org/10.1186/s12859-022-04642-w


Extending LLMs : MedPaLM (Google)

Link to Coalitional AI …



Challenges : Explainable AI ?  

• From “black box” AI to … ”black container

(Goes very much against the “Explainable AI” requirement of the EU AI act)

• Research idea : “meta-attention”



Further exploring LLMs
• Understanding foundation models through 

neuroscience, psychology, philosophy ->  inter-
disciplinary approach

• System 1 
vs System 2 thinking

(Daniel Kahneman)

- Analogy in AI

- Research idea : 
“meta-attention” to advance 
explainability 
(ping me if this is of interest to you)



HOW to tackle this ?



FM3 : Foundation Models Maturity Model 

1. Anecdotal

2. Aware
3. Empowered

4. Transactional

FM3  v. 0.1  ©  Foundational.AI

5. Foundational

“Promptology”

“AI Chat Belt”

“Chatlogic”
“Foundational AI”

“playing around”

Foundational AI

To allow for a progressive adoption of “Foundation Models” 
companies are advised to go (and grow) through a systematic, staged process. 

Training & consulting 
to ensure the joint maturation 
of people, tools & processes.



FM3 Level 1 : Anecdotal 

1. Anecdotal

FM3  v. 0.1  ©  Foundational.AI

People are just aware of the existence 
of tools.
(generally limited to ChatGPT)

People experiment at their own peril.
Nothing is systematized. 
Nothing is reported.

Benefits : uncertain time savings. 
Significant risks of errors. 

“playing around”
Foundational AI



FM3 Level 2 : Aware 

2. Aware

FM3  v. 0.1  ©  Foundational.AI

”AI Chat Belt”
Foundational AI

2. Aware

“AI Chat Belt”

Benefits :
- We take the issue into our hands 
- Avoid major mistakes 

Offer : 
- “AI Chat Belt” training 

- White : intro session of 30-40’  
- Yellow : deeper session, per function

(marketing, coding, etc.)  

Budget : 
- White : ~300 € /p.p.
- Yellow : ~600 € / p.p.

People are aware of tools (ChatGPT and 
others), and have had some use..

People have eceived some level of training, 
awareness of limitations, precise use cases.

HIL (Human in the Loop) is mandatory to know 
when not to use AI, in order to avoid major 
mistakes. 

Benefits : real time savings, efficiency & 
coherence.



FM3 Level 3 : Empowered 

3. Empowered

FM3  v. 0.1  ©  Foundational.AI

“Promptology”
Foundational AI

2. Aware

“AI Chat Belt”

Benefits : 
- Systematic practices ; train + test
- Measurable productivity gains

Offer : 
- Framework study : needs analysis, roadmap
- “Promptology” training 
- Access to  Promptology.com  Database

- Generic prompts + custom prompts

Budget : 
- 20-50 K€  (depending on size & complexity)

Enterprise has gone through a rigorous and 
systematic reviews of application areas, 
complete with recommendations per 
department, caveats, etc. 

People have been systematically trained.
There is a consolidated DB of prompts & 
practices.

Benefit : empowered by
“mental exoskeleton” 



FM3 Level 4 : Transactional 

4. Transactional

FM3  v. 0.1  ©  Foundational.AI

“ChatLogic”
Foundational AI

2. Aware

“AI Chat Belt”

Benefits : 
- We go one big step beyond 
- Dialog + structured 

Offer : 
- Fine-tuning (+ “bring your own data/corpus”)
- Requetes structures 

Budget : 
- ~100 K€  (depending on size & complexity)

Enterprise has gone through a rigorous and 
systematic reviews of application areas, 
complete with recommendations per 
department, caveats, etc. 

People have been systematically trained.
There is a consolidated DB of prompts & 
practices.

Benefit : empowered by
“mental exoskeleton” 



FM3 Level 5 : Foundational 

5. Foundational

FM3  v. 0.1  ©  Foundational.AI

Foundational AI
Foundational AI

2. Aware

“AI Chat Belt”

Benefits : 
- AI entirely rebuilt on foundation models

Offer : 
- TBD

Budget : 
- X00 K€  (depending on size & complexity)

Based on several semester 
practicing these AI tools, the 
enterprise has matured & is fully 
ready to embrace foundation 
models, as the bedrock to build 
further AI applications

This stage requires a thorough 
analysis of underlying models, 
assumptions, extensions, etc.
(“X-ray the black container”) 

Benefit : Business transformed 
through AI. 



FM3 : Foundation Models Maturity Model 

1. Anecdotal

2. Aware
3. Empowered

4. Transactional

FM3  v. 0.1  ©  Foundational.AI

5. Foundational

People are just aware of the 
existence of tools.
(generally limited to 
ChatGPT)

People experiment at their 
own peril.
Nothing is systematized. 
Nothing is reported.

Benefits : uncertain time 
savings. 
Significant risks of errors. 

People are aware of tools 
(ChatGPT and others), and 
have had some use..

People have received some 
level of training, awareness 
of limitations, precise use 
cases.

HIL (Human in the Loop) is 
mandatory to know when not 
to use AI, in order to avoid 
major mistakes. 

Benefits : real time savings, 
efficiency & coherence.

Enterprise has gone through 
a rigorous and systematic 
reviews of application areas, 
complete with 
recommendations per 
department, caveats, etc. 

People have been 
systematically trained.
There is a consolidated DB of 
prompts & practices.

Benefit : empowered by
“mental exoskeleton” 

Based on several semester 
practicing these AI tools, the 
enterprise has matured & is fully 
ready to embrace foundation 
models, as the bedrock to build 
further AI applications

This stage requires a thorough 
analysis of underlying models, 
assumptions, extensions, etc.
(“X-ray the black container”) 

Benefit : Business transformed 
through AI. 

Enterprise has understood 
the power of conversational 
AI, along with the need for 
rigourous processes. 

Chat capabilities are 
demultiplied through 
extensions to Large Language 
Models, through fine-tuning, 
few-shot learning, semantic 
search, etc. 

Benefit : True power tools. 

“Promptology”

“AI Chat Belt”

“Chatlogic”
“Foundational AI”

“playing around”

Foundational AI

To allow for a progressive adoption of “Foundation Models” 
(underlying engines of ChatGPT, such as GPT-3, PaLM, Sparrow, Bloom,…)
companies are advised to go (and grow) through a systematic, staged process. 
Training & advice ensures the joint maturation 
of people, tools & processes.



Conclusions & proposals



Proposals :  1. More research

- A new territory needs new maps

- Thematic focus group on Foundation Models  :
- Stanford CRFM 
- UCL (London) on Foundational AI 
- In Belgium ? In Europe ? 

- Build an Open Source LLM
- Belgium ? Europe ? 
- Caution : requires capital + engineering



Proposal 2 : 
Leverage Brussels as regulatory capital
• Mixed feelings about this 

• (we are playing “catch up”)

• GDPR : those who know it the best are 
GAFAM

• EU AI Act will be key 

• Idea : AI & Law summer school 
(KU Leuven) 

-> turn it into a broader event ? 



Proposal 3 : add capital, foster startups 



Proposal 3bis : storefront company

• Announcing Foundational.AI 

• as a service company around Foundation Models
• Extensions, fine-tuning, RLHF, … 
• Teaming with large consulting companies
• Gathering expertise / talents / resources / visibility 

(who wants to do a “split”, JCVD-like ? ;-)



Wrap-up

• New paradigm
• Raises huge 

• Research questions 
• Challenges (legal, regulatory)

• Opens amazing opportunities
• Academia / Regulatory
• Startup(s)

+ 3 2  4 7 5  4 1  2 5  5 4
r o a l d @ r o a l d . c o m

L i n k e d I n . c o m / i n / r o a l d

F o u n d a t i o n a l  A I

mailto:roald@roald.com

	Foundation Models & ChatGPT :��A new territory �in need of new maps
	Plan
	Intro : my biases
	Slide Number 4
	Nexus of my biases : Silicon Valley 
	Just one exemple 
	WHY this is important?
	WHY �this is important?
	WHY this is important?
	WHY this is important?
	WHY this is important?
	WHY this is important?
	WHY this is important?
	WHY this is important?
	WHY this is important?
	WHY this is important?
	Maturity model to buffer hype cycle
	WHY this is important?
	WHY this is important?
	WHY this is important?
	Slide Number 21
	Universities devoting �entire departments to Foundation Models
	Chat �as the platform for the next decade
	WHAT are we talking about ? 
	WHAT are we talking about ? 
	Basic mechanism : predicting next word
	Transformer model (2017)
	WHAT are we talking about ? 
	Meet BERT and GPT  (T : Transformers)
	Direction is important
	How can we extend those models
	Key element in ChatGPT : RLHF
	Key element : RLHF
	Key element : RLHF
	Key element : RLHF
	“Dark side” of RLHF
	Limitations 
	“LLMs will not be the path to AGI”
	“LLMs will not be the path to AGI”
	Open to debate
	Emerging properties 
	Emerging properties 
	Emerging properties 
	Emerging properties : Chain-of-thought 
	Emerging properties : Chain-of-thought 
	Emerging properties 
	Extending LLMs : domain adaptation 
	Extending LLMs : fine-tuning 
	Extending LLMs : MedPaLM (Google)
	Challenges : Explainable AI ?  
	Further exploring LLMs
	HOW to tackle this ?
	Slide Number 53
	Slide Number 54
	Slide Number 55
	Slide Number 56
	Slide Number 57
	Slide Number 58
	Slide Number 59
	Conclusions & proposals
	Proposals :  1. More research
	Proposal 2 : �Leverage Brussels as regulatory capital
	Proposal 3 : add capital, foster startups 
	Proposal 3bis : storefront company
	Wrap-up

